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Abstract
Quantum computation exploits entanglement to speed up a certain class of information process-

ing algorithms. Platforms for practical implementation of quantum computation are still being
developed. High-temperature, liquid-state nuclear magnetic resonance (NMR) information pro-
cessing may be used to emulate quantum computations, but it has been recently found that no
entanglement is present in such NMR experiments up to about 12 nuclear spins. Still, it was
hoped that the dynamics of such an NMR experiment would defy description by a local realistic
model, thus establishing the “quantum” character of the technology. In this paper, a local realistic
model of the states and dynamics of a bulk-ensemble NMR experiment is constructed explicitly,
eliminating this possibility. This model applies to all bulk-ensemble information processing that
accesses only separable states, including liquid-state NMR.
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1. INTRODUCTION

The purpose of this chapter is to motivate research in quantum computation, to describe
relevant background information relating to entanglement, Bell inequalities, and the po-
tential for liquid-state NMR to act as a quantum computer, and to motivate the research
reported in this thesis. There are many potential applications of quantum computation, most
of which deal with reducing classically “impossible” problems to tractable ones by exploiting
the quantum property of entanglement. The work in this thesis focuses on characterizing
the information processing capabilities of liquid-state NMR experiments as a candidate for
a viable quantum computer. Important background, therefore, includes an understanding
of the motivation for developing quantum algorithms and realizing them in the physical
world. To accomplish this, an example of a quantum factoring algorithm will be presented
to illustrate the power of a quantum computer to perform an operation that becomes in-
tractable by classical means very quickly as the number to be factored gets large (Sec. 1.1).
This has vast implications in the area of public-key cryptography, where the impossibility
of quickly factoring large numbers ensures the security of encrypted data transmissions. In
the quantum formulation, the security inherent to large-number factoring is diminished by
the ability of a quantum algorithm to factor large numbers efficiently. During the course
of this description, some quantum computing terminology and concepts will be defined and
used.

Once this motivation is established and some vocabulary obtained, we move on to a
discussion of the potential for liquid-state NMR to act as a quantum computer (Sec. 1.2).
High-temperature, liquid-state NMR, as a realization of bulk-ensemble quantum computa-
tion, never accesses entangled states, which makes it questionable as a possible quantum
computing technology, since entanglement is thought to be of primary importance in quan-
tum computation. Still, there remains the possibility that the dynamics of such NMR exper-
iments might defy a realistic description, which could indicate an inherent “quantumness”
to the technology.

After this discussion, density-operator notation will be introduced, along with definitions
for separable and entangled states (Sec. 1.3). This discussion will be followed by a description
of traditional and temporal Bell inequalities and their relationship to this research (Sec. 1.4).
All Bell inequalities are formulated on two assumptions: locality and reality. These terms
will be defined both in language and mathematically, and their relation to entanglement
will be discussed. A traditional Bell inequality is a relationship that must hold if the
subsystems of a composite system are to be considered to have definite properties that can
be measured independently of measurements made on their sibling systems. A temporal Bell
inequality places restrictions on successive measurements of a single system, assuming that
the measurements do not disturb the system and assuming that the system is in a definite
state at all times (i.e., assuming realistic dynamics). Most of reality can be described in
this way, but some entangled states and certain quantum dynamics cannot. This will be
explored.

Once this background has been illuminated for the reader, we will move on to discussing
three successively improved local realistic hidden-variable models for liquid-state NMR ex-
periments up to about 12 nuclear spins (Ch. 2), with the third model (Sec. 2.4) providing a
complete description for all states and dynamics in any bulk-ensemble information processing
platform, as long as the number of information processing units (e.g., nuclear spins, in the
case of NMR) remains within an established bound. The existence of this model rules out
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violation of any Bell inequality, traditional or temporal, for all bulk-ensemble information
processing that accesses only separable states, including liquid-state NMR.

1.1. Quantum Computation—Motivation, Terminology, and An Example

Since the pioneering work of David Deutsch in 1985 [1], quantum computation algorithms
have been searching for a practical implementation in physical reality. One motivation for
such research has been the realization that a quantum computational algorithm [2], which
exploits the entanglement of quantum states, may be used to significantly speed up the
factoring of large numbers—an operation used in public-key cryptography [3, 4]. In order
to break most modern public-key encryption codes, it is necessary to factor a large number
into its two (large) prime factors. The security of this scheme lies in the inability to perform
this factorization in a reasonable amount of time. Even with many computers working in
parallel, the time it takes to factor a number grows exponentially in the number of bits
used to represent the number, reaching many times the age of the universe after a relatively
small number of bits [5]. However, if this factorization were to be performed on a quantum
computer using a quantum algorithm, the time it would take to factor a number would grow
only polynomially in the number of bits [6].

Before discussing the details of how this quantum magic works, some background on
factoring is in order. Let’s assume we wish to factor a number N , which is known to have
only two prime factors. The most straightforward way of doing this is to try all prime
factors beginning with 2 until one is found that divides into N evenly. This method is
horribly inefficient, as the number of factors that must be attempted grows exponentially
with the number of bits n used to represent the number N (i.e., it grows as 2n).

A better method involves a bit of number theory. (This description follows that given in
Ref. [6]. Several brief introductions to this method and its applications may also be found
on-line [7].) In the following, a residue is the integer remainder obtained after division by
N . Two integers a and b are said to be congruent modulo N if and only if the residue
(remainder) of a/N equals the residue of b/N . This relation is written

a ≡ b (mod N) . (1.1)

(Note that the symbol≡ as used above does not indicate equivalence but rather, congruence.)
Suppose now that we wish to factor N = ab into its two prime factors, a and b. The first
step is to find two positive integers u and v that satisfy

uv ≡ 0 (mod N) , and (1.2)

u, v 6≡ 0 (mod N) . (1.3)

From these requirements, we know that

u ≡ αa (mod N) and v ≡ βb (mod N) , (1.4)

where the integers α and β satisfy

0 < α < b and 0 < β < a . (1.5)

We know that u and v have the form (1.4) because when multiplied together, they must
give a multiple of N (1.2), but each alone must not be a multiple of N (1.3). This means
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that one factor must be contained in the residue of u and one in that of v. Finally, since we
are assuming that a and b are prime, then taking the greatest common factor (GCF) of u
and N will necessarily give a, and taking the GCF of v and N will necessarily give b [8, 9].

If we write u = s+ t and v = s− t, then the requirements (1.2) and (1.3) become

(s+ t)(s− t) ≡ 0 (mod N) =⇒ s2 ≡ t2 (mod N) , and (1.6)

(s± t) 6≡ 0 (mod N) =⇒ s 6≡ ±t (mod N) , (1.7)

respectively. If we can find two numbers s and t that satisfy these requirements, the we can
extract the two prime factors of N as described above—by evaluating the greatest common
factors of (s ± t) and N , the calculation time of which increases only polynomially in the
number of bits [6].

We may implement this scheme (still in a classical sense) by looking at the sequence of
residues obtained by evaluating the function

FN(x) = ax mod N , (1.8)

where the right-hand side is an explicit instruction to divide the quantity ax by N and keep
only the remainder; the integer a satisfies 0 < a < N , and x is a nonnegative integer. We
find that for each chosen a, this sequence of residues has a period of repetition, which we
will denote as ra, such that FN(x+ ra) = FN(x). Noting that

ara mod N = FN(ra) = FN(0) = 1 , (1.9)

we realize that

ara ≡ 1 (mod N) . (1.10)

If we are lucky enough to have an even ra, and we are further fortunate enough to have
ara/2 6≡ ±1 (mod N), then this equation satisfies the requirements (1.6) and (1.7) with
s = ara/2 and t = 1. With N given to have only 2 prime factors, we may now obtain one of
these factors by evaluating the GCF of (ara/2 + 1) and N or that of (ara/2 − 1) and N . It is
important to note that not all choices of a will produce a viable ra to satisfy the conditions
mentioned above. However, as N becomes large, the chances of obtaining a viable period
from a particular choice of a increases to more than 50% [6]. This is enough to ensure that
the polynomial time-scaling of this method holds in the regime of large N , since we should
not have to repeat this algorithm more than twice (on average) to obtain the factors of N .

Up to this point, we have not yet introduced quantum mechanics. All of the logic used so
far has been classical in nature. Quantum computation takes the forefront in this algorithm
when we consider that the time it takes for a classical computer to evaluate enough values of
FN(x) in order to obtain a period ra grows just as fast as in the brute-force case of dividing
the number by all primes—i.e., exponentially in the number of bits representing N [6].

To illustrate how this method may be implemented and enhanced with a quantum algo-
rithm, we introduce two state vectors, |0〉 and |1〉, that represent the binary digits, 0 and 1,
respectively. These state vectors may be taken to be the orthogonal eigenstates of any two-
state system (e.g., the spin-state of a spin-1

2
nucleus), which is called a qubit or “quantum

bit” in this context. If we use two qubits, we can represent the integers 0–3 as follows:

0 : |00〉 = |0〉 ⊗ |0〉
1 : |01〉 = |0〉 ⊗ |1〉
2 : |10〉 = |1〉 ⊗ |0〉
3 : |11〉 = |1〉 ⊗ |1〉 , (1.11)
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where the first ket in the tensor product is the state of the designated first qubit, and the
second ket in the tensor product is the state of the second qubit. The qubits must be
distinguishable so that |01〉 is not the same as |10〉. With three qubits, the integers from
0–7 may be represented, and on to an arbitrary number of n qubits, representing 2n possible
integers.

With these definitions, the quantum factorization algorithm proceeds as follows. An
initial state |X〉 is prepared that is a superposition of all possible values for the 2n values
represented by the qubits. For example, if n = 2, then

|X〉 =
1√
2

(
|0〉+ |1〉

)
⊗ 1√

2

(
|0〉+ |1〉

)
=

1

2

(
|00〉+ |01〉+ |10〉+ |11〉

)
.

With our initial state |X〉 as a superposition of n-qubit representations of all possible values
x, we can now perform all evaluations of the function FN(x) at once, instead of individually.
This is accomplished by first tensor-multiplying our initial state with another initial state
of n qubits initialized to |0〉, i.e., |X〉 ⊗ |0〉, where

|X〉 =
1√
2n

(
|0〉+ |1〉

)
⊗ · · · ⊗

(
|0〉+ |1〉

)
, and (1.12)

|0〉 = |0〉 ⊗ · · · ⊗ |0〉 , (1.13)

where both repeated tensor multiplications occur n times. We now have a 2n-qubit quantum
register, comprised of |X〉 tensor-multiplied with |0〉, with which to perform calculations.

It can be shown that any classical operation, which must consist only of the gates AND,
OR, and NOT, can be implemented on a quantum register consisting of a fixed number of
qubits by a combination of unitary operations on individual qubits and specific 2- and 3-qubit
unitary operations such as the controlled not (CNOT) gate and Toffoli gate, respectively
[6, 10]. While it will not be shown explicitly here, with this combination of quantum gates at
our disposal, we can simulate any classical reversible operation on our hypothetical quantum
computer [6]. Thus, by some combination of unitary transformations in the classes listed
above, we can perform an operation on our input state |X〉 ⊗ |0〉 that transforms it into

1√
2n

2n−1∑
x=0

|x〉 ⊗ |FN(x)〉 , (1.14)

where FN(x) is defined in Eq. (1.8) using a suitable value of a. The input and output registers
then become entangled in that the value of the second register |FN(x)〉 is inexorably linked
to that of the first register |x〉, even though the first register was not given a definite value of
x to begin with. Now, if a projective measurement were to be made on the second register,
that register would be forced into one of its eigenstates: a randomly chosen |FN(k)〉, where
k is a random nonnegative integer. Because of the entanglement between the two registers,
this measurement would then force the input register |x〉 to assume a superposition over all
possible values of x that will give that particular function value FN(k). Thus, the two-register
system would become (ignoring normalization)(

|k〉+ |k + ra〉+ |k + 2ra〉+ · · ·
)
⊗ |FN(k)〉 . (1.15)

Finally, a quantum Fourier transform (also polynomial in n, the details of which may be
found in Ref. [6]) may then be performed on the input register, from which the period ra of
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FN(x) may be easily obtained and subsequently used to extract the prime factors of N as
described above.

The efficiency of the quantum factoring method lies in the simultaneous “evaluation” of
all FN(x) using a 2n-qubit register, although none of the individual values has been explicitly
obtained except for one. Technically, therefore, we have not received all of the information
that may be obtained by doing each individual calculation of FN(x) for every possible value
of x, but this is irrelevant, since this is not the information that we are interested in. In
fact, it is only the period of the function that we care about—not the individual values it
takes. Thus, the quantum algorithm has succeeded in bypassing much unnecessary work
that would otherwise have been done if the computation were performed using a classical
algorithm, and it is this bypass that makes the quantum algorithm much more efficient
(polynomial in n) than its classical counterpart (exponential in n). For more details on the
quantum Fourier transform and this factoring method in general, see Refs. [2, 6, 11].

1.2. NMR as a Possible Quantum Computing Platform

With this motivation for a physical realization of a quantum computer, we examine the
possibility of using liquid-state NMR for such an application. Liquid-state NMR is a mature
technology [12], so using it as a quantum computing platform would make the technology
very accessible to experimenters. As it stands, high-temperature, liquid-state NMR provides
a testing ground for the new ideas for information processing that are being developed in
quantum information science [13]. The qubits used in NMR are two-level nuclear spins,
which are bound together in a single molecule. A liquid NMR sample contains a macroscopic
number of molecules, each of which functions as an independent information-processing
unit—i.e., an independent qubit. The molecules are initially in thermal equilibrium at high
enough temperature that the nuclear spins are only weakly polarized along the direction of
a strong magnetic field. NMR techniques cannot control the quantum states of individual
molecules, and the measurements performed in NMR detect the average magnetization of the
entire sample. For these reasons the use of high-temperature, liquid-state NMR to emulate
quantum computation is called bulk-ensemble quantum computation.

The original proposals [14, 15] for quantum information processing using NMR were
greeted with enthusiasm tempered by skepticism. The enthusiasm led to a remarkable series
of experiments in which NMR techniques have been used to implement the operations for
a variety of quantum-information-processing jobs involving up to seven qubits (for reviews
of NMR information processing, see Refs. [16–21]). The persistent skepticism has to do
with questions about the “quantumness” of NMR information processing. Initially based
on doubt that the highly mixed states used in NMR could be used to achieve genuinely
quantum-mechanical effects, these questions were made concrete by the realization that all
the quantum states accessed in present experiments are unentangled [22]. (Entanglement
is often thought to be an essential feature of quantum computation [23, 24] and will be
discussed further in Secs. 1.3 and 1.4.) Arguments for an essential “quantumness” in NMR
information processing are presented in Ref. [25], and an entirely different method for char-
acterizing the “quantumness” of NMR is developed by Poulin [26].

The absence of entanglement in present NMR experiments means that the statistics of
measurements made at any time during the experiments can be understood in terms of
a local realistic hidden-variable (LRHV) model in which each spin has objective properties
that determine the results of the measurements (more on this in Sec. 1.4). In a local realistic
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model, the correlations observed in experiments can be attributed to classical correlations
between realistic properties of the component qubits. The ability to describe the correlations
observed in NMR experiments in terms of classical correlations between the qubits casts
doubt on the “quantumness” of the experiments.

Modelling the statistics of the measurements made in NMR experiments is not suffi-
cient for understanding the experiments. One must also be able to model the dynamics of
the nuclear spins in a realistic way. NMR experimenters can implement with high accu-
racy any polynomially specifiable unitary operation, including the nonfactorizable unitary
operations—those that cannot be written as a tensor-product of unitaries for each qubit—
that produce entanglement when applied to pure quantum states. As discussed in the
previous section, a complete set of quantum gates may be constructed out of such unitary
operations to implement any quantum computing algorithm. Thus, it has been suggested
that this ability of NMR to implement a complete set of quantum gates was an argument
for its potential as a quantum computer. In fact, previous attempts [27] to devise a lo-
cal realistic description of the dynamics were only partially successful in that they did not
provide a local realistic description of the changes produced by nonfactorizable unitaries
which reproduced all the predictions of quantum mechanics (see Sec. 2.3). This left open
the possibility that one might not be able to describe the correlations observed in successive
measurements separated by nonfactorizable unitary operations in terms of local realistic
properties and thus that present NMR experiments might violate temporal Bell inequalities
[28, 29] for successive measurements. Traditional Bell inequalities place restrictions on the
correlations of measurements made on composite systems that admit a local, realistic de-
scription (i.e., a hidden-variable model). Temporal Bell inequalities generalize this result
to correlations between successive measurements on a single system. Entanglement, Bell
inequalities (traditional and temporal), and hidden-variable models are discussed further in
Secs. 1.3 and 1.4.

1.3. Density Operator Notation and Entanglement

In the previous two sections, quantum computation research is motivated, and the poten-
tial for high-temperature, liquid-state NMR experiments to function as quantum computers
is outlined as known to date, with previous research establishing that there is no entangle-
ment in NMR experiments up to about 12 qubits [22, 27]. From this follows the basis of
this thesis: to further characterize the ability of liquid-state NMR to function as a quantum
computing platform by testing for violation of temporal Bell inequalities. It is important
therefore to define what we mean by “entangled states” or “entanglement” and to discuss
the traditional and temporal Bell inequalities.

As we discuss entanglement, we will establish some mathematical formalism to be used
throughout the remainder of this document. The Dirac bra-ket notation is frequently used
to label a quantum state in a Hilbert space. However, If we do not know the actual state
of a system or—as in the case of liquid-state NMR—the system is an ensemble of smaller
component systems, each of which could be in a different state, then we say that the system
is in a “mixed state.” In this case, we must use a density operator (or density matrix) to
describe the system. This operator has the form of a convex combination of projectors onto
the possible (or component) states of the system. If we label these states |ψi〉, then our
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density operator ρ̂ has the form

ρ̂ =
N∑

i=1

ci|ψi〉〈ψi| , (1.16)

where ci ≥ 0, and
∑N

i=1 ci = 1, and the sum is over all possible—or component, as in the
case of an ensemble—states of the system. If all ci are 0 except for one particular coefficient
ck = 1, then the density operator represents a pure state, and it has the simple form

ρ̂ = |ψk〉〈ψk| , (1.17)

which is just the projector onto the state |ψk〉.
The trace operation is very useful when working in density operators, so we will begin

with an overview of its most important uses in this context. First, we establish that the
trace of any density operator is 1. This can easily be seen by writing ρ̂ as in Eq. (1.16) and
using the fact that the trace is linear, that the trace is invariant under cyclic permutation of
its multiplicative arguments (i.e., tr (ABC) = tr (BCA) = tr (CAB)), and that the states
|ψi〉 are normalized:

tr ρ̂ = tr
N∑

i=1

ci|ψi〉〈ψi| =
N∑

i=1

ci tr
(
|ψi〉〈ψi|

)
=

N∑
i=1

ci tr
(
〈ψi|ψi〉

)
=

N∑
i=1

ci = 1 . (1.18)

The trace has a further use in calculating expectation values for an operator Â acting on
a system with density operator ρ̂. In Dirac notation, the expectation value for a given
operator, given a particular state |ψi〉 is given by 〈Â〉 = 〈ψi|Â|ψi〉. This quantity being a

scalar (i.e., a 1 × 1 matrix), we do no harm by taking the trace of it: 〈Â〉 = tr 〈ψi|Â|ψi〉.
If we have a mixed state, then we must average over the expectation values of the possible
states using the coefficients ci as in Eq. (1.16):

〈Â〉 =
N∑

i=1

ci tr
(
〈ψi|Â|ψi〉

)

=
N∑

i=1

ci tr
(
|ψi〉〈ψi|Â

)

= tr

[(
N∑

i=1

ci|ψi〉〈ψi|
)
Â

]
= tr (ρ̂Â) = tr (Âρ̂) . (1.19)

Thus, the expectation value of any operator, given a density operator ρ̂ may be written
as tr (ρ̂Â) = tr (Âρ̂). Notice that this expectation value is manifestly independent of the
particular decomposition (1.16) of ρ̂. Thus, it is the density operator itself that determines
all results of measurements made on a system. No particular decomposition of ρ̂ may be
argued to better represent the system’s “actual” state; any decomposition will do.

Similarly, it is the density operator itself that evolves under unitary transformations. If
a state |ψi〉, when acted upon by a unitary transformation Û , becomes Û |ψi〉, then the asso-

ciated density operator ρ̂ becomes Û ρ̂Û †. For a single transformation, unitarity is required
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to preserve the trace of ρ̂:

tr (Û ρ̂Û †) = tr (ρ̂Û †Û)

= tr (ρ̂1̂)

= tr (ρ̂) = 1 , (1.20)

which holds only if Û †Û = 1̂. A more general type of evolution may be used to evolve the
density operator, which acts on ρ in the following way:

ρ̂′ =
∑
j

Âj ρ̂Â
†
j , (1.21)

where the Âj operators are not unitary, but a similar condition is enforced to preserve the

trace, namely
∑

j Â
†
jÂj = 1̂ [30].

We now turn our attention to a two-state system (i.e., a qubit) to establish some further
properties of density operators related to representing states and how to characterize states
as being entangled. Any qubit may have its spin measured to be either up or down along
any spatial direction (unit-vector) n. The operator that effects this measurement is σ̂ · n
[31]. If we know for sure that a measurement along a direction m will produce an “up”
result, then quantum mechanics tells us that

〈σ̂ · n〉 = tr
(
ρ̂σ̂ · n

)
= n ·m . (1.22)

The rules of the Pauli algebra tell us that tr (σ̂ ·nσ̂ ·m) = 2n ·m, which tells us that the
form of the density operator must be

ρ̂ =
1

2
(1̂ + σ̂ ·m) , (1.23)

where the extra term of 1̂/2 has been added to ensure that tr ρ̂ = 1. Eq. (1.23) gives the
density operator corresponding to the pure state “up along m,” which is also often written
as |m〉〈m|. If we have more than one qubit, we may write the multiple-projector density
operator as tensor products of this density operator (1.23), one for each qubit:

|n1〉〈n1| ⊗ · · · ⊗ |nN〉〈nN | =
1

2N
(1̂ + σ̂ · n1)⊗ · · · ⊗ (1̂ + σ̂ · nN) , (1.24)

where N is the number of qubits.
We are now ready to define entanglement. All states—mixed or pure—may be written as

a convex combination of possible (or component) states as in Eq. (1.16). For an entangled
state of a multi-particle system, these states cannot be tensor products of states of the
individual constituent systems. Returning to our qubit notation of Sec. 1.1, an example of
such a two-qubit state is

|ψe〉 =
1√
2

(
|00〉+ |11〉

)
, (1.25)

with an associated density operator

ρ̂e = |ψe〉〈ψe| =
1

2

(
|00〉+ |11〉

)(
〈00|+ 〈11|

)
. (1.26)
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Recall that the symbol |ab〉 = |a〉⊗|b〉. Now, we attempt to write this density operator (1.26)
as

ρ̂ =
∑
j

∑
k

cjk|φj〉〈φj| ⊗ |φk〉〈φk| , (1.27)

where the sums run over a number of vectors |φn〉 that form a general overcomplete basis (i.e.,
a basis with more vectors than necessary to span the space) for the space of one qubit. The
possible tensor products of these vectors then form an overcomplete basis for the composite
system.

The connection with Eq. (1.16) is made by writing |ψi〉 = |φj〉 ⊗ |φk〉 and ci = cjk. This
decomposition is, in general, possible since we have defined the projectors as forming an
overcomplete basis for the 2-particle system, but for the case of ρ̂e we find that at least one
cjk < 0 for any choice of tensor-product basis vectors {|φj〉 ⊗ |φk〉} [32], meaning that this
density operator represents a state of entanglement of the two constituent qubits [33].

Conversely, a density operator is called separable if writing it in the form of Eq. (1.27)
can be done with all cjk ≥ 0. An example of such a state is

|ψs〉 =
1√
2

(
|00〉+ |01〉

)
, (1.28)

with an associated density operator

ρ̂s = |ψs〉〈ψs| =
1

2

(
|00〉+ |01〉

)(
〈00|+ 〈01|

)
, (1.29)

which may be written as

ρ̂s = |z〉〈z| ⊗ |x〉〈x| , (1.30)

where |z〉 = |1〉, and |x〉 = (|1〉+ |0〉)/
√

2, which corresponds to one qubit in the “up along
z” state and one in the “up along x” state (i.e., +1 eigenstates of σ̂z and σ̂x, respectively).
All separable density operators may be written in the form of Eq. (1.27) with all cjk ≥ 0 for
some choice of tensor-product basis {|φj〉 ⊗ |φk〉} [32].

The most important difference between entangled and separable states is that because
separable states may be written as a convex combination of tensor-product states, the con-
stituent qubits may be modelled as a collection of classical tops whose spin-axes are oriented
in individual, particular directions. The “true” configuration is determined stochastically,
but this stochasticity necessarily assumes that the system has a definite configuration at all
times, even though we do not know for sure what it is. Because of our ignorance of the
system’s true configuration, all we can assign to the system are probabilities for the various
possible configurations, but it is always assumed that one of these configurations truly rep-
resents the state of affairs in the system. The property described here is called local realism.
It is called realistic because each qubit can be modelled as a top whose spin-axis actually
points in a given direction; it is called local because the spin-axis of each qubit exists inde-
pendently of that of the other qubits, and thus measurements of the spin-axis of one qubit
do not affect measurements of the spin-axes of the other qubits. Correlations may exist
between these spin directions, but such correlations can be determined by averaging over
the various choices of spin configurations, weighted by some probability distribution that
is given by the (nonnegative) coefficients cij in the decomposition of the density operator
(1.27). Any state that is separable has no entanglement.
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1.4. Bell Inequalities and Hidden-Variable Models

In the previous section, we discuss entanglement and separability and define the math-
ematical formalism that we use to describe a quantum system using density operators. At
the very end of the section, local realism is defined. In this section, the properties of locality
and reality are formalized, which leads to a description of traditional and temporal Bell
inequalities.

The property of local realism mentioned at the end of Sec. 1.3 is the statement that
subsystems of a composite system each have real properties that can be measured indepen-
dently, without such measurements affecting or depending on other subsystems. This is not
an unreasonable assumption about reality, considering it is true of most of our everyday
experiences. In fact, in 1935, Einstein, Podolsky, and Rosen (EPR) asserted that quantum
mechanics, in its probabilistic wave-function description, is incomplete [34] because it does
not separately account for the apparently real properties of two spatially separated particles
if such particles are in an entangled state. Bohr’s reply to this assertion followed quickly
[35] in an attempt to argue that the wave function is all that is physically predictable for a
system. Nonetheless, Einstein held fast to a belief in a local realistic description of nature
that retains the intuitive notions that all composite systems whose components are spatially
separated should admit a real state for each component that can be measured independently
of the other components. Einstein asserted that if the wave function in some cases cannot
describe the real state of one subsystem independently of the real state of another, then the
wave-function description of nature must be incomplete and should be supplemented with
other variables [36]. This belief in so-called “hidden variables” remained at least plausible
until 1964 when Bell formulated his famous inequality [37], which ruled out a local realistic
description of entangled states that is consistent with the statistical predictions of quantum
mechanics. Subsequent experiments consistently supported quantum mechanics, thus ruling
out any local realistic description of entangled states [38]. What follows is a description of
Bell’s original inequality [37]. (See also Refs. [38–40] for more information and examples
of other Bell inequalities.) This description also serves to illustrate the way locality and
reality may be formalized in any hidden-variable model, including the models described in
this thesis.

We begin by positing a system of two qubits that are in the (entangled) singlet state

|ψ〉 =
1√
2

(
|01〉 − |10〉

)
, (1.31)

with an associated density operator

ρ̂ = |ψ〉〈ψ| =
1

2

(
|01〉 − |10〉

)(
〈01| − 〈10|

)
. (1.32)

A measurement of the spins of the two constituent qubits along any single axis a—i.e.,
σ̂ · a ⊗ 1̂ for the first qubit and 1̂ ⊗ σ̂ · a for the second qubit—will result in perfect
anticorrelation of the measurement results (i.e., one will be up, while the other will be
down). Furthermore, we may define the correlation function,

CQM(a, b) ≡ 〈σ̂ · a⊗ σ̂ · b〉 = tr (ρ̂σ̂ · a⊗ σ̂ · b) = −a · b , (1.33)

(where ≡ once again indicates equivalence) for arbitrary choices of spin directions, a for the
first qubit and b for the second qubit (note that C(a,a) = −1, as required). Eq. (1.33) is
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the prediction made by quantum mechanics for the correlation of measurement results along
arbitrary axes of a two-qubit system in the (entangled) singlet state (1.31).

Following in the vein of Einstein [36], we wish to model this correlation function in
terms of two deterministic measurement functions A and B, which are each functions only
of the spin-measurement direction, a or b, for the associated qubit (1 or 2, respectively)
and a general hidden variable λ. This hidden variable may be any mathematical object or
collection of such objects (scalars, vectors, tensors, functions, matrices, etc.), but we will
treat it formally as if it were a continuous single parameter. If we wish to model the behavior
of a quantum system in terms of these measurement functions, then the functions can only
give out values of ±1; thus,

A(a, λ) = ±1 , B(b, λ) = ±1 . (1.34)

It is through this way of writing of the measurement functions that locality is enforced: the
measurement of the spin of qubit 1 does not depend on the direction of the measurement
being made on qubit 2, and vice versa. If we had instead written the measurement function
for the first qubit as A(a, b, λ), then we would be constructing a nonlocal model. Although
we cannot know the exact value of λ (which is why it is called a hidden variable), it is
assumed to have a definite value, which is known probabilistically, and it is this probability
distribution P (λ) for the hidden variable that results in different “states” of the system.
The expectation value of the correlated measurements of A and B is then given by

CHV (a, b) =
∫
dλP (λ)A(a, λ)B(b, λ) , (1.35)

where the “HV” subscript indicates that this is the correlation predicted by the hidden-
variable model. By requiring that P (λ) be a nonnegative, normalized probability distribu-
tion over the possible actual values of λ, we enforce our second requirement, reality. The
nonnegativity of this distribution implies that the hidden variable λ actually has one of its
possible values; we don’t know which one exactly, so we use a probability to describe our
level of surety for each possible value of being the actual value.

Presuming quantum mechanics to give correct statistical predictions, the above expec-
tation value must equal the quantum mechanically predicted correlation function for this
system, i.e.,

CHV (a, b) = CQM(a, b) = −a · b (1.36)

for all choices of measurement directions, a and b. It will be shown presently that this is in
general impossible. Contradiction is demonstrated through the example of the singlet state
given by Eq. (1.31). The requirement that CHV (a,a) = −1 for agreement with quantum
mechanics and the restrictions placed on P (λ) require that

A(a, λ) = −B(a, λ) (1.37)

for all choices of a. Thus, we may rewrite Eq. (1.35) as

CHV (a, b) = −
∫
dλP (λ)A(a, λ)A(b, λ) . (1.38)
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If c is another measurement direction, then it follows from this result that

CHV (a, b)− CHV (a, c) = −
∫
dλP (λ)[A(a, λ)A(b, λ)− A(a, λ)A(c, λ)]

=
∫
dλP (λ)A(a, λ)[A(c, λ)− A(b, λ)]

=
∫
dλP (λ)A(a, λ)[A(b, λ)A(b, λ)A(c, λ)− A(b, λ)]

=
∫
dλP (λ)A(a, λ)A(b, λ)[A(b, λ)A(c, λ)− 1] , (1.39)

where the next-to-last equality follows from Eq. (1.34), from which we obtain

|CHV (a, b)− CHV (a, c)| ≤
∫
dλP (λ)[1− A(b, λ)A(c, λ)] . (1.40)

The right-hand side is just 1 + CHV (b, c), which implies that

1 + CHV (b, c) ≥ |CHV (a, b)− CHV (a, c)| . (1.41)

It is straightforward to see that this inequality is violated by the quantum mechanical
correlation function (1.33). If we choose our unit vectors a and b to be perpendicular, and
we choose c to bisect the angle made by a and b, then CHV (a, b) = 0, and CHV (b, c) =
CHV (a, c) = −

√
2/2 ≈ −.707. In this case the inequality of Eq. (1.41) is violated because

1− .707 = .203 6≥ .707 . (1.42)

The inequality in Eq. (1.41) is called a Bell inequality after its creator, John Bell. This
inequality applies specifically to the (entangled) singlet state of two qubits [41], but all
inequalities of this sort—i.e., those that place restrictions on correlations established through
a local realistic hidden-variable model—are also called “Bell inequalities.” Notice that in
no way have we restricted what the hidden variable λ is. Thus, this result applies to
all hidden variable models for a singlet state that may be formulated with a correlation
function as in Eq. (1.35) with the further requirements that P (λ) ≥ 0 and

∫
dλP (λ) = 1.

Models of this sort automatically satisfy the requirements of locality through the fact that
A(a, λ) 6= A(a, b, λ) (and similarly for B) and reality through the restriction that P (λ) be
a true probability distribution. Because all traditional Bell inequalities are founded on the
assumptions of locality and reality, any system that admits a local realistic hidden-variable
model description automatically satisfies any Bell inequality that may be derived for that
system.

So far, our discussion of Bell inequalities has focussed on correlations between the sub-
systems of a composite system at a single moment in time. Another kind of Bell inequality
called a temporal Bell inequality places restrictions on the correlations between successive
measurements of the same system and may be violated for some quantum mechanical pro-
cesses [28, 29]. These inequalities also employ the assumption of reality in that a system
is assumed to have actual values for its measurable properties at any given time; thus it
admits a hidden-variable description (although it may not be a local one), and such hidden
variables follow well-defined trajectories. The assumption of spatial locality in traditional
Bell inequalities is replaced in the temporal version by a sort of “temporal locality” in the
form of noninvasive measurement functions. The assumption is that the measurement of
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a property of a system at any time t0 will not affect the result of a measurement of that
realistic property at a later time t1.

If we already have a local realistic model for a system, then temporal Bell inequalities
place restrictions on the dynamics of the hidden variables in such a model. Satisfaction of
temporal Bell inequalities requires a consistent updating of the hidden variables that allows
them to follow well-defined trajectories. Updating based on the probability distribution over
the hidden variables is therefore not allowed, because our usage of a probability distribution
is based solely on our lack of information about the real state of the system, which is
given by the actual value of λ. If the hidden variable λ were known, all randomness would
disappear, and we would have a deterministic model with the ability to predict the result
of any projective measurement simply by evaluating the appropriate Ai(ai, λ) measurement
function and using the correct value of λ. Thus the hidden variables must be updated based
on their current configuration, either deterministically or stochastically.

Stochastic evolution involves transition probabilities that give the probability T (λ′|λ) ≥ 0
for a new value λ′ of the hidden variable, given the current value λ. Normalization requires
that

∫
dλ′ T (λ′|λ) = 1. Both deterministic and stochastic evolution (using transition prob-

abilities) are inherently realistic because they assume an actual value of λ to begin with,
which is mapped, either deterministically or stochastically, to a new value λ′. Deterministic
evolution can be modelled as a special case of stochastic evolution where the transition prob-
abilities are δ-functions that link (with 100% certainty) every value of λ to the corresponding
value of λ′.

Previous analysis of the states used in bulk-ensemble NMR information processing [22]
found that all states used in such experiments are separable (i.e., unentangled) and thus
are known to admit a local realistic hidden-variable model description (although no such
model was explicitly constructed until now). An attempt was made [27] to devise a consis-
tent dynamical model that would satisfy the aforementioned requirements for temporal Bell
inequalities, but the results were not satisfactory because they did not completely duplicate
the predictions of quantum mechanics. This is the launching point for the current work
on this project—creation of a complete local realistic model for bulk-ensemble NMR infor-
mation processing that includes realistic dynamics and noninvasive measurement functions,
guaranteeing satisfaction of all traditional and temporal Bell inequalities.

2. LOCAL REALISTIC MODELS FOR LIQUID-STATE NMR EXPERIMENTS

This chapter presents an overview of the methods and formalism behind NMR information
processing (Sec. 2.1), followed by three successively better local realistic hidden-variable
models for a general bulk-ensemble quantum computation that never accesses entangled
states. High-temperature, liquid-state NMR experiments up to about 12 nuclear spins fall
into this category. The first model (Sec. 2.2) is simply a model for the states and is based
on previous work in this area [22]. The second (Sec. 2.3) is a model that corresponds to
the partially successful attempt by Schack and Caves [27] to model the dynamics of an
NMR experiment in a local realistic way. The final model, presented in Sec. 2.4, is the
culmination of this work, an overview of which is given in [42]. It is a complete local
realistic hidden-variable model for all states and dynamics of high-temperature liquid-state
NMR experiments that remain in the separable regime (i.e., up to about 12 nuclear spins).
The aforementioned requirements of reality, spatial locality, well-defined hidden-variable
trajectories, and noninvasive measurement functions are all satisfied by this model, thus
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ensuring that the model will satisfy any Bell inequality, traditional or temporal, that might
be created for it. This result applies to all bulk-ensemble information processing that uses
separable states exclusively.

2.1. NMR Information Processing Overview

All NMR quantum computing experiments performed so far work in the following way.
The state of each molecule, consisting of N active spin-1

2
nuclei, is described by a density

operator
ρ̂ = (1− ε)1̂/2N + ερ̂1 , (2.1)

which is a mixture of the desired state of the quantum computer, ρ̂1, with the maximally
mixed state for N qubits, 1̂/2N , 1̂ being the unit operator. When ρ̂1 is a pure state, ρ̂ is
called a pseudopure state [14].

The molecules in an NMR sample begin in thermal equilibrium, with a weak polarization
α = hν/2kT ∼ 2× 10−5 at room temperature, where ν ∼ 300 MHz is the average resonant
frequency of the active spins in the strong longitudinal magnetic field. The first step in NMR
information processing is to transform the molecules from equilibrium to a pseudopure state
[15, 43]. A consequence of pseudopure state synthesis, in contrast to distillation of a pure
state [44], is that the mixing parameter scales like ε = αN/2N .

After synthesis of the desired initial state, the computation begins. The unitary oper-
ations required for the computation can be constructed from sequences of radio-frequency
pulses alternating with periods of continuous evolution under the nuclear-spin Hamiltonian
[16–21]. A unitary operator Û takes an input state ρ̂ to an output state

Û ρ̂ Û † = (1− ε)1̂/2N + εÛ ρ̂1Û
† . (2.2)

The maximally mixed state is unaffected by the unitary transformation. The output state
retains the form (2.1) with the same value of ε, and—this is the essence of the bulk-ensemble
paradigm for quantum computation—ρ̂1 undergoes the desired unitary transformation.

The computation completed, the last step is to read out the answer. By applying radio-
frequency pulses and then measuring the transverse magnetization of the sample, an NMR
experimenter can determine the expectation value of any product of spin components, one
for each qubit [16–21]. These expectation values have the form

C(ã) ≡ C(a1, . . . ,aN)

= tr (ρ̂ σ̂ · a1 ⊗ · · · ⊗ σ̂ · aN)

= ε tr (ρ̂1 σ̂ · a1 ⊗ · · · ⊗ σ̂ · aN) . (2.3)

Here and throughout, a tilde over a quantity denotes a collection of N such quantities, one
for each spin. In Eq. (2.3) the tensor product includes one operator for each spin; the vector
operator σ̂ ≡ 1̂e0 + σ̂xex + σ̂yey + σ̂zez, where σ̂x, σ̂y, and σ̂z are the Pauli operators; and
ar is either a spatial unit vector, in which case σ̂ · ar is the component of spin r along the
direction ar, or the unit vector e0 in the “zero” direction, in which case spin r does not
contribute to the expectation value. The last equality in Eq. (2.3) assumes at least one of
the vectors ar is a spatial direction.

The expectation values (2.3) express the correlations between spin components of different
spins. The maximally mixed state does not contribute to the expectation values, which are
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determined by the state ρ̂1 that undergoes the desired evolution. The mixing parameter
ε measures the strength of the magnetization signal. The scaling ε = αN/2N that comes
from pseudopure state synthesis thus leads to an in-principle demand for an exponentially
increasing number of molecules as the number of qubits increases [14, 45], implying that
bulk-ensemble quantum computation is not suitable for large-scale quantum computation.

Before constructing our local realistic hidden-variable (LRHV) model, we recall that in
Sec. 1.3, we claimed that any N -qubit density operator τ̂ can be written in the form

τ̂ =
∑

i

∑
j

cij|φi〉〈φi| ⊗ |φj〉〈φj| , (2.4)

even though the cij are not in general positive [32]. Still we can choose an appropriate
basis and group these coefficients together into a quasidistribution, wτ̂ , that is associated
with the density operator τ̂ . This distribution wτ̂ is called a quasidistribution because for
some (separable) states it can be nonnegative, thus qualifying as an traditional probability
distribution, but for entangled states it necessarily takes on some negative values. A natu-
ral, though not unique quasidistribution may be extracted from a general N -qubit density
operator τ̂ as follows [32]:

wτ̂ (ñ) ≡ tr
(
τ̂ Q̂(ñ)

)
, (2.5)

where the vectors in the set ñ ≡ (n1, . . . ,nN) are spatial unit vectors, and

Q̂(ñ) ≡ 1

NN
(1̂ + 3σ̂ · n1)⊗ · · · ⊗ (1̂ + 3σ̂ · nN) . (2.6)

For each spin, the unit vector n can point in N different directions satisfying

0 =
∑
n

nj , (2.7)

1

3
δjk =

1

N
∑
n

njnk , (2.8)

where the sums are over the possible directions, and the subscripts indicate spatial com-
ponents of n. Such a collection of directions forms an appropriate overcomplete basis for

separating τ̂ , as was outlined in Sec. 1.3. Condition (2.8) means that the vectors
√

3/Nn

form a resolution of the 3-dimensional unit tensor; condition (2.7) places an additional con-
straint on the placement of the vectors. The vertices of a tetrahedron give the minimum
number, N = 4, of possible directions. The six vectors along the cardinal directions make
up another simple possibility.

The density operator is then given by [32]

τ̂ =
∑
ñ

wτ̂ (ñ)|ñ〉〈ñ| , (2.9)

where |ñ〉〈ñ| ≡ |n1〉〈n1| ⊗ · · · ⊗ |nN〉〈nN | and |n〉〈n| = 1
2
(1̂ + σ̂ ·n) is the +1 eigenstate of

σ̂ ·n, or “up along n,” and the sum is over all possible sets of vectors ñ. In terms of wτ̂ (ñ),
the expectation values (2.3) take the form

C(ã) =
∑
ñ

wτ̂ (ñ)
N∏

j=1

aj · nj . (2.10)
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This correlation function works even if ar = e0 for a particular direction if each vector nj

is supplemented with a unit-component in the e0-direction (i.e., nj → nj + e0). This “0-
component” never changes or evolves under transformations; it is simply a formal supplement
to the 3 spatial components of nj to account for the possibility of ignoring the spin of a
particular qubit.

Under a unitary transformation the quasidistribution evolves according to

wÛ τ̂ Û†(ñ
′) =

∑
ñ

T Û
ñ′ñwτ̂ (ñ) . (2.11)

Here the transformation matrix T Û has matrix elements

T Û
ñ′ñ ≡ 〈ñ|Û †Q̂(ñ′)Û |ñ〉 = wÛ |ñ〉〈ñ|Û†(ñ

′) , (2.12)

given by the quasidistribution for Û |ñ〉.
We now recall that a separable density operator is one that has an ensemble decom-

position in terms of product states (Sec. 1.3). Such a state has no entanglement. If the
quasidistribution wρ̂(ñ) is everywhere nonnegative, then ρ̂ is definitely separable, and the
statistics of all measurements can be understood in terms of classical tops whose probability
to point in the directions ñ is wρ̂(ñ).

For any density operator, the quasidistribution satisfies [27, 32]

wρ̂(ñ) ≥ [minimum eigenvalue of Q̂(ñ)] =
(−2)4N−1

NN
=
−22N−1

NN
. (2.13)

Thus for density operators of the form (2.1), the quasidistribution is everywhere nonnegative
if [22, 32]

ε ≤ 1

1 + 22N−1
≡ η . (2.14)

Such states are unentangleable by any unitary transformation. For the polarization α ∼
2× 10−5 of present NMR experiments, all states up to about 12 qubits are unentangleable.
It is known [46] that entangled states of the form (2.1) exist for ε > (1 + 2N−1)−1 ≡ η′, i.e.,
N >∼ 2/α, but whether there are entangled states for η < ε ≤ η′ is an open question.

2.2. Simple Hidden-Variable Model

We turn now to constructing a LRHV model for unentangleable states, i.e., for ε ≤ η. A
straightforward model regards the directions ñ as hidden spin directions that determine the
results of measurements stochastically. To do this, we write the density operator as

ρ̂ =
∑
ñ

wρ̂(ñ)|ñ〉〈ñ| , (2.15)

where wρ̂(ñ) is the quasidistribution for ρ̂ obtained from Eq. (2.5). If ρ̂ is unentangleable,
then wρ̂(ñ) is guaranteed to be nonnegative. This gives a correlation function

C(ã) = 〈σ̂ · a1 ⊗ · · · ⊗ σ̂ · aN〉 =
∑
ñ

wρ̂(ñ)
N∏

j=1

aj · nj . (2.16)
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Notice that this works even when a = e0 if we allow the vectors n not only to be unit
vectors in the “spatial dimensions,” but also always to have a fixed unit component in the
zero direction, as stated above in the discussion following Eq. (2.10).

As it stands, this hidden-variable model is stochastic because the hidden spin directions,
nj, determine the probabilities for measurement results, instead of determining the results
themselves. We can always put a deterministic model underneath a stochastic one. In
this case that job is accomplished by associating an additional hidden variable Λj with

each spin, so that the whole collection of hidden variables, called λ in Sec. 1.4, is (ñ, Λ̃) ≡
(n1, . . . ,nN ,Λ1, . . . ,ΛN). Now we allow each Λj to be uniformly distributed between −1
and +1, meaning that the entire probability distribution for λ becomes

P (λ) = P (ñ, Λ̃) =
1

2N
wρ̂(ñ) . (2.17)

We now further define our measurement functions to be

Aj(a, λ) = Aj(a,Λj,nj) =
{

+1, if Λj ≥ −a · nj ,
−1, if Λj < −a · nj .

(2.18)

Notice that for a = e0, this definition gives Aj(e0, λ) = +1, as required if a measurement is
not being performed on qubit j. All this works because

1

2

∫ +1

−1
dΛj Aj(a,Λj,nj) = −1

2

∫ −a·nj

−1
dΛj +

1

2

∫ +1

−a·nj

dΛj = a · nj , (2.19)

thus giving

CHV (ã) =
∫
dλP (λ)

N∏
j=1

Aj(aj, λ)

=
∫
dΛ̃

1

2N

∑
ñ

wρ̂(ñ)
N∏

j=1

Aj(aj, λ)

=
∑
ñ

wρ̂(ñ)
N∏

j=1

1

2

∫ +1

−1
dΛj Aj(aj,Λj,nj)

=
∑
ñ

wρ̂(ñ)
N∏

j=1

aj · nj . (2.20)

Since the deterministic hidden-variable model gives the same correlation function as that
given by quantum mechanics (2.16), we can use it to reconstruct that density operator in
order to derive from it statistical predictions for measurements that can’t be formulated in
terms of the hidden variables, e.g., measurements in an entangled-state basis for two qubits.
This reconstruction is accomplished via

ρ̂ =
1

2N

∑
α1,...,αN

CHV (eα1 , . . . , eαN
) σ̂ · eα1 ⊗ · · · ⊗ σ̂ · eαN

. (2.21)

Here the Greek indices run from 0 to 3, with e1, e2, and e3 being orthogonal spatial vectors
and, as before, σ̂ · e0 = 1̂. As before, one should note that the density operator places
constraints on the coefficients CHV (eα1 , . . . , eαN

) extracted from the correlation function,
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so arbitrary coefficients generally lead to an operator in Eq. (2.21) that is not a density
operator. If one knows, however, that the coefficients are consistent with a density operator
(for example, because they are determined by evaluation of a correlation function derived
from a hidden-variable model that duplicates the predictions of quantum mechanics for some
density operator), then one can construct a density operator (2.21) from these coefficients
and derive from it statistical predictions for measurements that can’t be formulated in terms
of the hidden variables, e.g., measurements in an entangled-state basis for two spins.

This model succeeds in providing a local realistic description of all states accessed in
present high-temperature liquid-state NMR experiments. Reality is enforced through the
use of a hidden variable λ ≡ (ñ, Λ̃) to describe the “real” state of the system, with an
associated nonnegative probability distribution P (λ) as given by Eq. (2.17), and locality is
enforced through the definition of the measurements functions (2.18) as depending only on
the associated measurement direction and not on the measurement directions for the other
qubits. Thus, it is impossible that any experiment described by such a model will violate
any traditional Bell inequality. Although the form of the measurement functions (2.18)
is noninvasive in that they do nothing to change λ, but we have said nothing about the
dynamics of the hidden variables. Updating λ in a realistic (trajectory-oriented) way might
be problematic, and thus, it is conceivable that experiments that obey this model may still
violate temporal Bell inequalities.

2.3. Improved Hidden-Variable Model

In their attempt to close this loophole by providing a realistic description of NMR dy-
namics, Schack and Caves [27] realized that a general entangling unitary operation Û—even

when applied to an unentangleable state—resulted in an associated transition matrix T Û

(2.12) that generally took on negative values and thus could not be used as a transition
probability for wρ̂ as in Eq. (2.11). This meant that the hidden variables in the previous
section could not be updated in a realistic (trajectory-oriented) fashion, and thus that that
model did not satisfy the requirement of realistic dynamics.

The improved model presented here is based on the work by Schack in Caves [27] to im-
prove on this dynamical description. The authors were able to obtain nonnegative transition
probabilities by modifying Eq. (2.12), but these transitions left the spins noisier than they
were before the operation. Still, these noise-making transition probabilities proved useful
in the following way: a second set of spins were added to the model that were as tightly
correlated with the actual state ρ̂1 of the NMR system as was allowed by the requirement of
unentangleability (i.e., they had a signal-to-noise ratio of η). Then, the measured spins were
allowed to correlate loosely with these “hidden spins” to get the right mixing parameter ε
in the predicted results of the correlation function. After an entangling unitary operation,
the hidden spins would lose some coherence due to the noisy transition probabilities, but
simultaneously, the correlation between the measured spins and their hidden counterparts
would become tighter by a calculated amount so as to maintain the correct signal-to-noise
ratio ε in the predicted measurements. After a finite number of gates, however, this model
would break down because the measured spins could not become any more tightly correlated
with the hidden spins. Still, it is useful here to show how this sort of multi-layered dynamics
and correlation could be written in the formalism of an explicit LRHV model.

Although Schack and Caves used a completely new set of spins in their model, this
improved model adds only two new hidden variables, τ and n, to the total hidden variable
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set λ to effect the same result. The hidden variable τ is binary, taking on values 0 and 1; its
value determines whether the spin components are entirely random (if τ = 0) or have the
properties of the simple hidden-variable model of Sec. 2.2 (if τ = 1). The hidden variable n
takes on integer values starting at 0, indicating the total number of entangling gates through
which the system has passed. It is used in the evolution of the system to determine the new
weighting of the probability of τ .

The values of the spin components for the jth spin are denoted by a new function,

Bj(a, λ) = Bj(a, ñ, Λ̃, n, τ) , (2.22)

defined by

Bj(a, ñ, Λ̃, n, τ = 1) = Aj(a,Λj,nj) (2.23)

and

Bj(a, ñ, Λ̃, n, τ = 0) ≡ B0
j (a,Λj) =


+1, if a · e0 = 1,
+1, if a · e0 = 0 and Λj ≥ 0,
−1, if a · e0 = 0 and Λj < 0.

(2.24)

(Note that these B’s have no relation to the B measurement function of Sec. 1.4.) The
probability distribution for the hidden variables can be written as

P (λ) = P (Λ̃)P (ñ)δnkP (τ |k) =
1

2N
wρ̂(ñ)δnkP (τ |k) , (2.25)

where k is the step number that gets incremented after each entangling gate. Notice that

1

2

∫ +1

−1
dΛj B

0
j (a,Λj) =

{
1, if a · e0 = 1,
0, if a · e0 = 0.

(2.26)

Now we can evaluate the correlation functions as for the simple model, replacing the A’s
with the B’s:

CHV (ã) =
∫
dλP (λ)

N∏
j=1

Bj(aj, λ)

=
∑
τ

P (τ |k)
∫
dΛ̃

1

2N

∑
ñ

wρ̂(ñ)
N∏

j=1

Bj(aj, λ)

= P (τ = 0|k)
N∏

j=1

1

2

∫ +1

−1
dΛj B

0
j (aj,Λj)

+P (τ = 1|k)
∑
ñ

wρ̂(ñ)
N∏

j=1

1

2

∫ +1

−1
dΛj Aj(aj,Λj,nj)

= P (τ = 0|k)
N∏

j=1

1

2

∫ +1

−1
dΛj B

0
j (aj,Λj)

+P (τ = 1|k)
∑
ñ

wρ̂(ñ)
N∏

j=1

aj · nj .

(2.27)
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If all the a’s are equal to e0, then this result gives 1, as it must. If any of the a’s is not
equal to e0, the first term in the sum vanishes, and we get

CHV (ã) = P (τ = 1|k)
∑
ñ

wρ̂(ñ)
N∏

j=1

aj · nj . (2.28)

This is the correct correlation function because it assumes that the quasidistribution
wρ̂(ñ) has a higher signal-to-noise ratio than it should, which is compensated for by multi-
plying by the probability that the random variable τ is a 1. Specifically, in the Schack-Caves
model, the probability wρ̂(ñ) is updated at each entangling gate by a classical transition
probability that leaves a new distribution whose signal strength is reduced relative to quan-
tum mechanics by a factor of η. This is compensated for in the Schack-Caves model by having
the probability P (τ = 1|k) increase by a factor of η−1 until the counter index k reaches a
maximum value K, at and above which P (τ = 1|k) = 1, from which point on the model
predicts an exponential decrease in signal-to-noise. As presented by Schack and Caves, this
is accomplished by having two sets of spins: one set has its signal strength reduced at each
entangling gate and the other set, which determines the measurement statistics, becomes
more tightly correlated with the first set at each entangling gate. The presentation here is
much simpler, dispensing with the second set of vector-valued hidden variables in favor of a
single binary parameter τ . In the dynamics the probability P (τ = 1|k) would be determined
anew after the gate: increasing by a factor of η−1 if k ≤ K, and thereafter always remaining
at 1. This corresponds to reweighting and reflipping the τ coin at each entangling gate, the
new weighting determined by the total number of gates k through which the system has
passed.

The key point for the dynamics here is that the reweighting and reflipping is independent
both of the kind of entangling gate and of the system’s state, although it requires knowledge
of how many entangling gates have been performed. The analogous point in the original
Schack-Caves presentation is that the tightening of the correlation is independent of the kind
of entangling gate and of the system’s state. In contrast, a similar reweighting and reflipping
of wρ̂(ñ) in the previous model (Sec. 2.2) requires knowledge of the kind of entangling gate
and of the initial system state (i.e., the quasidistribution). This is unacceptable if we want
realistic dynamics based on the assumption that one particular configuration of ñ is the
actual state of the system at all times. Thus, this model is an improvement over that of
Sec. 2.2, but it does not completely satisfy the requirements for satisfaction of all temporal
Bell inequalities because it breaks down after a finite number of entangling gates.

2.4. Local Realistic Dynamical Model

In this section is described a complete local realistic hidden-variable (LRHV) model for
the states and dynamics of bulk-ensemble NMR information processing up to about 12
qubits. The existence of such a model rules out violation of any Bell-type inequality in
present NMR experiments. This conclusion applies only to the bulk-ensemble model of
information processing realized in present high-temperature, liquid-state NMR experiments;
it does not apply to NMR methods based on distilling a pure state from a thermal state
[17, 44, 47].

This third hidden-variable model is based conceptually on the original model presented
by Schack and Caves [27], which, in its original formulation, includes another set of hidden
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spins in the total hidden-variable set λ. These spins stochastically determine the probability
distribution of the observed spins, which in turn directly determine the results of individual
spin measurements through the additional variables Λ̃ ≡ (Λ1, . . . ,ΛN). While such a physical
picture was unnecessary in duplicating the dynamics of this model, as was demonstrated in
the previous section, the original idea has inspired the creation of a new DeBroglie-Bohm-
type hidden-variable model [48] for the entirety of an NMR experiment. Instead of another
set of spins, this model includes a suitable representation of the density operator in the set
of hidden variables. However, unlike the Bohmian formulation of quantum mechanics in
general, this model is locally real.

Using Eq. (2.5) for the quasidistribution for a given density operator, each density oper-
ator η̂ generates NN values of the associated function wη̂(ñ) as the unit vectors range over
their possible directions. We collect these values into an NN -component vector denoted
by w̄η̂, which is associated in a 1-to-1 fashion with its generating function wη̂(ñ). With
the function wη̂(ñ) as a bridge, what we have set up is a 1-to-1 correspondence between
density operators η̂ and vectors w̄η̂. The vectors w̄η̂ corresponding to density operators span
a 4N -dimensional subspace of the NN -dimensional vector space of all vectors w̄. (See the
Appendix for further discussion of the vectors w̄.)

In the following, η̂ denotes an arbitrary density operator of the form (2.1) satisfying
Eq. (2.14), and ρ̂ denotes the “actual” system density operator. The new set of hidden
variables is

λ = (w̄, ñ, Λ̃) . (2.29)

The probability distribution over λ is now chosen to be

P (λ) = P (w̄, ñ)P (Λ̃) , (2.30)

with

P (w̄, ñ) = δ(w̄ − w̄ρ̂)w(ñ) (2.31)

and

P (Λ̃) =
1

2N
. (2.32)

From the particular form of (2.31), it is to be understood that the probability distribution
of the hidden spins is determined by the choice of the hidden vector. Thus, this distribution
of the spins is identically the function w(ñ) associated with the hidden vector w̄ picked out
by the δ-function. Notice that w(ñ) must be nonnegative for this model to work.

We now use the A-functions of Eq. (2.18) to write the correlation function for a given set
of spin-directions ã as

CHV (ã) =
∫
dλP (λ)

N∏
j=1

Aj(aj, λ)

=
∑
ñ

∫
dw̄ dΛ̃P (w̄, ñ)P (Λ̃)

N∏
j=1

Aj(aj, λ)

=
∑
ñ

∫
dw̄ δ(w̄ − w̄ρ̂)w(ñ)

N∏
j=1

1

2

∫ +1

−1
dΛj Aj(aj,Λj,nj)

=
∑
ñ

wρ̂(ñ)
N∏

j=1

aj · nj . (2.33)
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Comparison with Eq. (2.10) shows this gives the right correlation coefficients.
Dynamical evolution is handled in the following way: the vector w̄ = w̄η̂ is mapped

deterministically to a new vector w̄′ = w̄Û η̂Û† , followed by “spinning a roulette wheel,”
weighted by w̄Û η̂Û† , to get new hidden-spin directions ñ that are distributed according to
the distribution w̄Û η̂Û† . Thus the distribution over the spins is determined anew after each
unitary operation by a spin of a roulette wheel that is weighted by the vector selected after
the gate operation completes. The dynamics of a transition becomes simply a map of initial
vectors w̄η̂ to final vectors w̄Û η̂Û† , corresponding to initial and final density operators, η̂ and

Û η̂Û †, followed by a roulette wheel spin to get w(ñ). The linear transformation for this
transition,

wÛ η̂Û†(ñ
′) = tr

(
Û η̂Û †Q̂(ñ′

)
= tr

(
η̂Û †Q̂(ñ′)Û

)
=
∑
ñ

wη̂(ñ)〈ñ|Û †Q̂(ñ′)Û |ñ〉 , (2.34)

is effected by the matrix (2.12) as in Eq. (2.11). As shown in the Appendix, this matrix acts
in the 4N -dimensional subspace spanned by vectors w̄ that correspond to density operators.

In that subspace it has an inverse given by T Û−1
. Schack and Caves [27] wanted to use this

as a transition probability but were unable to do so because the matrix isn’t nonnegative.
In the present context, that doesn’t matter. What matters is the property they liked: the
transition function for each unitary operator Û is simply a different 1-to-1 linear map on
the vector space and is manifestly independent of the hidden-variable distribution, P (λ).

To ensure that our dynamics is explicitly realistic, we will write out this process in
terms of transition probabilities. Transition probabilities give the probability that, given a
particular value of λ for the system, a new value λ′ will result after a gate operation. This
kind of dynamics is inherently realistic because a nonnegative probability of transition exists
for every possible initial value of λ. Thus, using transition probabilities for the dynamics
assumes right from the start that the hidden variable has a definite value to begin with; then,
given this value, the transition probability matrix gives the probability that a new particular
value of the hidden variable will result after the gate operation completes. Formally, this is
the requirement that any new distribution P ′(λ′) = P (w̄′, ñ′, Λ̃′) should be determined by
the original distribution P (λ) = P (w̄, ñ, Λ̃) as follows:

P ′(λ′) =
∫
dλTÛ(λ′|λ)P (λ) . (2.35)

where TÛ(λ′|λ) is the transition probability, associated with a unitary operation Û and
independent of the system state ρ̂, for obtaining a final hidden variable λ′, given an initial
hidden variable λ.

We now define a candidate TÛ(λ′|λ), show that it is properly normalized when integrated
over λ′, and finally show that it generates the correct transition from P (λ) to P ′(λ′) when
applied as in Eq. (2.35). Let

TÛ(λ′|λ) ≡ 1

2N

∫
dw̄η̂ δ(w̄

′ − w̄Û η̂Û†) δ(w̄ − w̄η̂)w
′(ñ′) , (2.36)

where the integration is over all vectors w̄η̂ associated with unentangleable density operators
η̂—i.e., those density operators (2.1) satisfying (2.14). This transition probability generates
δ-function transitions from initial vectors w̄ to final vectors w̄′ whenever these vectors corre-
spond to initial and final states connected by the unitary operator Û , while simultaneously
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extracting a new distribution w′(ñ′) from the resulting vector associated with the final quan-

tum state of the system. Note that the transition probability is determined wholly by Û
and manifestly has no dependence on the initial state ρ̂ or the initial distribution of the
hidden spins wρ̂(ñ), as required by a realistic dynamical model. The initial correlations of
the hidden spins have no effect on the hidden-variables’ transitions (eliminating the trou-
blesome decrease in signal-to-noise, as in the model of Sec. 2.3), since the final correlations
of the hidden spins are extracted anew from the vector obtained through the 1-to-1 map
associated with Û .

It is straightforward to verify that TÛ(λ′|λ) is normalized:∫
dλ′ TÛ(λ′|λ) =

∑
ñ′

∫
dw̄′ dΛ̃′ TÛ(λ′|λ)

=
∫
dw̄′ dw̄η̂ δ(w̄

′ − w̄Û η̂Û†) δ(w̄ − w̄η̂)
∑
ñ′
w′(ñ′)

1

2N

∫
dΛ̃′

= 1 . (2.37)

We now verify that TÛ(λ′|λ) satisfies (2.35):

P ′(λ′) =
∫
dλTÛ(λ′|λ)P (λ)

=
∑
ñ

∫
dw̄ dΛ̃

1

2N

∫
dw̄η̂ δ(w̄

′ − w̄Û η̂Û†) δ(w̄ − w̄η̂)w
′(ñ′)

1

2N
δ(w̄ − w̄ρ̂)w(ñ)

=
1

2N
w′(ñ′)

∫
dw̄ dw̄η̂ δ(w̄

′ − w̄Û η̂Û†) δ(w̄ − w̄η̂) δ(w̄ − w̄ρ̂)

=
1

2N
w′(ñ′)

∫
dw̄η̂ δ(w̄

′ − w̄Û η̂Û†) δ(w̄η̂ − w̄ρ̂)

=
1

2N
δ(w̄′ − w̄Û ρ̂Û†)w

′(ñ′) , (2.38)

which is consistent with Eqs. (2.31) and (2.32). In the final step we use the fact that our
map from density operators to vectors is 1-to-1 to conclude that the integral identically sets
η̂ = ρ̂.

With a simple local realistic hidden-variable model for the states of a high-temperature,
liquid-state NMR experiment, such as we created in Sec. 2.2, it is guaranteed that no such
experiment may violate any traditional Bell inequality because it satisfies the premises on
which all traditional Bell inequalities are founded: reality and locality. It also has noninva-
sive measurement functions given by Eq. (2.18), but the dynamics are not explicitly realistic.
An attempt to generate realistic dynamics in Sec. 2.3 fails because the model breaks down
after a finite number of entangling gates. The model in this section, however, also has
realistic dynamics with no such breakdown. The existence of such a model—one with re-
alistic dynamics and noninvasive measurements—ensures that every NMR experiment will
satisfy all temporal Bell inequalities, as well. It is also worth noting that this model is not
restricted to NMR experiments. Any bulk-ensemble information processing implementation
that accesses only unentangleable states—i.e., those satisfying Eq. (2.14)—may be modelled
as shown in this section and thus cannot violate any type of Bell inequality.
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2.5. Discussion and Implications

The previous section presented a complete local realistic hidden-variable model that cor-
rectly describes all aspects of liquid-state NMR information processing, including modelling
unitary evolution of states as the deterministic evolution of a hidden vector w̄. This vector
is basically a stand-in for the quantum density operator, and we could just as well regard
the components of the density matrix itself as the hidden variables. In either case, the state
lies in a 4N -dimensional subspace (see the Appendix) and determines the probabilities for
the hidden spins and thus for measurement results. The dynamics is a map of this subspace
onto itself.

It is not really so surprising that this model for the unitary dynamics of an NMR experi-
ment must include another mathematical object (i.e., another hidden variable) beneath the
hidden spin set ñ. Stochastic unitary evolution of a probability distribution is limited by
an inability to make stronger correlations than were contained in the original configuration
(which was the problem encountered by Schack and Caves [27]), thus limiting the prospects
for evolution of the spins-distribution itself. However, when the spin directions are stochas-
tically determined by another more fundamental hidden variable, which itself undergoes the
evolution, we no longer are required to evolve the spins themselves based on their current
configuration.

This dynamics of the model described in Sec. 2.4 applies to a discrete unitary transfor-
mation, but it is easy to generalize it to a quasicontinuous hidden-variable dynamics: each
molecule updates randomly in the fashion just described; i.e., each has a probability γ dt to
update within each time interval dt. The only requirement on this quasicontinuous dynam-
ics is that the mean time γ−1 between updates be large compared to the precession time
ν−1 of the nuclear spins in the strong magnetic field, but shorter than the duration of the
radio-frequency pulses that are used to produce the desired dynamics.

It is trivial to generalize the LRHV model presented here to nonunitary evolutions (1.21),
since these evolutions are, like unitary transformations, linear in the density operator. It is
likely that the model could be extended to include all dynamics that accesses only separable
states—i.e., states that have an expansion like Eq. (2.9), but with more general nonnegative
quasidistributions than the canonical form (2.5).

The LRHV model developed here achieves the purpose of determining whether present
NMR experiments can violate Bell inequalities. Traditional Bell inequalities [37–40] are
founded on two assumptions: realism and locality. Realism is the assumption that sys-
tems have objective properties that determine measurement results, and locality assumes
that measurements made on one subsystem of a composite system do not depend on what
measurements are made on any other subsystem. Temporal Bell inequalities [28, 29], which
involve successive measurements on a single system, are based on realistic dynamics and non-
invasive measurements. Realistic dynamics implies that at all times, the hidden variables of
a system are in a definite configuration, and these configurations evolve according to transi-
tion probabilities. The assumption of noninvasive measurements means that measurements
made on the system at a particular time do not influence the actual values of realistic prop-
erties, which may be subsequently measured at a later time. This LRHV model for NMR
experiments (Sec. 2.4) describes the statistics of all measurements in terms of realistically
evolving classical correlations between realistic properties of the constituent nuclear spins,
and measurements are modelled so that they do not alter the system in any way. Thus, re-
ality, locality, realistic dynamics, and noninvasive measurements are all incorporated in the
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model. The conclusion is, therefore, that NMR experiments up to about 12 qubits cannot
violate any Bell inequality, whether traditional or temporal.

This purpose achieved, it should be acknowledged that this LRHV model is terribly
contrived. It succeeds in giving a local realistic description of the dynamics by the brute force
device of including an encoding of the entire density operator among the hidden variables.
As a result, there are an exponentially increasing number of hidden variables, ∼ 4N in the
most efficient version of the model, which is to be expected for a complete local realistic
description [49], and updating them is exponentially inefficient. It leaves open the possibility
that [27] the “quantumness” of NMR information processing lies in the ability to implement
nonfactorizable unitary operations that do not have an efficient local realistic description.

APPENDIX A: FURTHER DISCUSSION OF THE HIDDEN VECTORS

While a given NN -component vector w̄ generally lives in a NN -dimensional vector space,
we wish to show that such vectors that correspond to density operators really live in a 4N -
dimensional subspace. We also wish to show that the transition matrix (2.12) first projects
a general vector w̄ on this subspace and then maps this subspace onto itself, resulting in a
new vector w̄′ that corresponds to unitary evolution of the density operator represented by
the projection of the original w̄ onto the aforementioned subspace.

For simplicity we restrict attention first to a single qubit, generalizing below to the case
of many qubits. An arbitrary vector w̄ has N components w(n). If the vector is associated
with a density operator ρ̂ = 1

2
(1̂ + σ̂ · S), the components are given by

wρ̂(n) = tr
(
ρ̂ Q̂(n)

)
=

1

N
tr
(
ρ̂ (1̂ + 3σ̂ · n)

)
=

1

N
(1 + 3n · S) . (A1)

Although vectors associated with density operators can have N nonzero components, they
span only a four-dimensional subspace, since the density operator ρ̂ lies in a four-dimensional
vector space. Formally, one can display the four-dimensional subspace by defining four
vectors 0̄, x̄ = 1̄, ȳ = 2̄, and z̄ = 3̄, whose components are given by

0(n) =
1√
N

, x(n) =

√
3

N
nx , y(n) =

√
3

N
ny , z(n) =

√
3

N
nz . (A2)

The conditions (2.7) and (2.8) imply that these four vectors are orthonormal. A vector
associated with a density operator can be written as

w̄ρ̂ =
1√
N

(
0̄ +

√
3Sxx̄+

√
3Syȳ +

√
3Sz z̄

)

=
1√
N

0̄ +
√

3
3∑

j=1

Sj ̄

 , (A3)

with its components given by

wρ̂(n) =
1√
N

(
0(n) +

√
3Sxx(n) +

√
3Syy(n) +

√
3Szz(n)

)

=
1√
N

0(n) +
√

3
3∑

j=1

Sjj(n)

 . (A4)
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Using Û σ̂Û † = R−1σ̂, where R is the rotation matrix associated with Û (R projects into
the spatial directions), we find that the transition matrix (2.12) for a single qubit becomes

T Û
n′n = wÛ |n〉〈n|Û†(n

′)

= w|Rn〉〈Rn|(n
′)

=
1

N
(1 + 3n′ ·Rn)

=
1

N
(1 + 3R−1n′ · n)

=
1√
N

(
0(n) +

√
3

3∑
k=1

(R−1n′)kk(n)

)
. (A5)

Now we notice that

∑
n

T Û
n′n0(n) =

1√
N

(A6)

∑
n

T Û
n′nj(n) =

√
3

N
(R−1n′)j (A7)∑

n

T Û
n′nv(n) = 0 , (A8)

where v̄ is any vector orthogonal to 0̄, 1̄, 2̄, and 3̄. Thus for any vector corresponding to a
density operator, we have, using Eqs. (A4) and (A5),

∑
n

T Û
n′nwρ̂(n) =

1

N
(1 + 3R−1n′ · S) =

1

N
(1 + 3n′ ·RS) . (A9)

Moreover, any vector not in the subspace spanned by the vectors corresponding to density
operators is first projected into that subspace before undergoing a transformation like that
in Eq. (A9). Notice that if Û = 1̂, the transformation matrix T 1̂

n′n is the projector onto this
subspace.

Consider now N qubits. We begin by writing the operator Q̂(ñ) of Eq. (2.6) in the form

Q̂(ñ) =
(

3

N

)N ∑
α1,...,αN

3−Nα1...αN (n1)α1 · · · (nN)αN
σ̂α1 ⊗ · · · ⊗ σ̂αN

, (A10)

where

Nα1...αN
≡ δα10 + · · ·+ δαN0 (A11)

is the number of zeroes in the list α1 . . . αN (recall that each unit vector has an additional
unit component in the e0-direction). Notice that from Eq. (2.8),

∑
n

nαnβ =
N
3

3δα0δαβ =


N , α = β = 0,
N/3 , α = β = 1, 2, 3,
0 , α 6= β.

(A12)
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An arbitrary vector w̄ hasNN nonzero components. If the vector is associated with a density
operator ρ̂, using Eqs. (2.5) and (A10), the components are given by

wρ̂(ñ) = tr
(
ρ̂ Q̂(ñ)

)
=
(

3

N

)N ∑
α1,...,αN

3−Nα1...αN (n1)α1 · · · (nN)αN
tr (ρ̂ σ̂α1 ⊗ · · · ⊗ σ̂αN

) . (A13)

Now define 4N vectors α1 . . . αN whose components are given by

α1 . . . αN(ñ) =
(

3

N

)N/2

3−Nα1...αN
/2(n1)α1 · · · (nN)αN

. (A14)

This is the generalization of the vectors (A2). The conditions (2.7) and (2.8) imply that
these vectors are orthonormal:

∑
ñ

α1 . . . αN(ñ)β1 . . . βN(ñ) =
(

3

N

)N

3−Nα1...αN
/23−Nβ1...βN

/2

×
∑
ñ

(n1)α1 · · · (nN)αN
(n1)β1 · · · (nN)βN

=
(

3

N

)N

3−Nα1...αN
/23−Nβ1...βN

/2

×
∑
n1

(n1)α1(n1)β1 · · ·
∑
nN

(n1)α1(nN)βN︸ ︷︷ ︸(N
3

)N

3Nα1...αN δα1β1 · · · δαNβN

= δα1β1 · · · δαNβN
. (A15)

Now we can write any vector corresponding to a density operator as

w̄ρ̂ =
(

3

N

)N/2 ∑
α1,...,αN

3−Nα1...αN
/2tr (ρ̂ σ̂α1 ⊗ · · · ⊗ σ̂αN

)α1 . . . αN , (A16)

with its components given by

wρ̂(ñ) =
(

3

N

)N/2 ∑
α1,...,αN

3−Nα1...αN
/2tr (ρ̂ σ̂α1 ⊗ · · · ⊗ σ̂αN

)α1 . . . αN(ñ) , (A17)

which are the generalizations of Eqs. (A3) and (A4), respectively. Thus the 4N -dimensional
subspace spanned by the vectors corresponding to density operators is the same as the
subspace spanned by the 4N vectors α1 . . . αN .

The effect of a unitary transformation Û on a tensor product of Pauli operators can be
written as

Û †σ̂α1 ⊗ · · · ⊗ σ̂αN
Û =

∑
β1,...,βN

Rα1...αN ,β1...βN
σ̂β1 ⊗ · · · ⊗ σ̂βN

, (A18)
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where Rα1...αN ,β1...βN
is a generalized rotation matrix for N qubits, which implies that

Û †Q̂(ñ)Û =
(

3

N

)N ∑
α1,...,αN

β1,...,βN

3−Nα1...αN (n1)α1 · · · (nN)αN
Rα1...αN ,β1...βN

σ̂β1 ⊗ · · · ⊗ σ̂βN
.

(A19)

The transition matrix (2.12) now takes the form

T Û
ñ′ñ = 〈ñ|Û †Q̂(ñ′)Û |ñ〉

=
(

3

N

)N ∑
α1,...,αN

β1,...,βN

3−Nα1...αN (n′
1)α1 · · · (n′

N)αN
Rα1...αN ,β1...βN

(n1)β1 · · · (nN)βN

=
(

3

N

)N/2 ∑
α1,...,αN

β1,...,βN

3−Nα1...αN 3Nβ1...βN
/2(n′

1)α1 · · · (n′
N)αN

Rα1...αN ,β1...βN
β1 . . . βN(ñ) .

(A20)

From this form of the transition matrix, it is clear that when acting on any vector that
is orthogonal to the subspace spanned by vectors corresponding to density operators, the
transition matrix gives zero. Thus the transition matrix projects into this subspace. When
acting on a vector corresponding to a density operator, the transition matrix gives

wÛ ρ̂Û†(ñ
′) =

∑
ñ

T Û
ñ′ñwρ̂(ñ)

=
(

3

N

)N ∑
α1,...,αN

β1,...,βN

3−Nα1...αN (n′
1)α1 · · · (n′

N)αN
Rα1...αN ,β1...βN

tr (ρ̂ σ̂β1 ⊗ · · · ⊗ σ̂βN
)

=
(

3

N

)N ∑
α1,...,αN

3−Nα1...αN (n′
1)α1 · · · (n′

N)αN
tr (Û ρ̂Û †σ̂α1 ⊗ · · · ⊗ σ̂αN

) . (A21)

This leads us back to a result that we could have written down right from the start, but
what we have learned is that the transition matrix first projects into the subspace spanned
by the vectors corresponding to density operators and then does just what it ought to do.
If Û = 1̂, the transition matrix is just the projector onto the desired subspace.
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j Â†
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